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Abstract 

Differential cross sections for pp elastic scattering have been measured for very small momentum transfers at six different 
incident antiproton momenta in the range 3.7 to 6.2 GeV/c by the detection of recoil protons at scattering angles close to 
90”. Forward scattering parameters CT, b, and p have been determined. For the p-parameter, up to an order of magnitude 
higher level of precision has been achieved compared to that in earlier experiments. It is found that existing dispersion 
theory predictions are in disagreement with our results for the p-parameter. 

PACS: 13.75.C~; 11.55.F~ 
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There is no general formalism which permits cal- 
culation of hadron-hadron elastic scattering. Forward 
angle, or zero momentum transfer (m = 0) elastic 
scattering amplitudes, fn (0) can, however, be related 
to total cross sections, VT by the application of the 
principles of unitarity, analyticity, and crossing sym- 
metry, which are collectively embodied in the disper- 
sion theory. Unitarity leads to the well-known optical 
theorem 

Im fn (0) = kcmffT/4r (1) 

Analyticity and crossing symmetry, which dictate 
that fn(0) for both particle-particle and particle- 
antiparticle elastic scattering arise from the same 
analytic amplitudes, enable dispersion theory to pre- 
dict Re f,, (0). For jjp scattering dispersion relations 
predict p, defined as 

P = Ref,t(0)/Imfn(O), (2) 

at any given energy in terms of the integrals over 
Im fil (0) for pp and pp scattering at all energies, in 
the physical region (,,,6 > Zrn,) and the unphysical 
region ( fi < 2172,). Since the parameters associated 
with the unphysical region are not directly measurable, 
measurements of p in the low energy region provide 
the most sensitive means of gaining knowledge about 
them. In this letter we report on the measurements of 
pp elastic scattering differential cross sections at very 
small t at six momenta in the region 3.7 to 6.2 GeV/c 
and present results of their analysis to obtain forward 
scattering parameters. 

Antiproton-proton elastic scattering can be de- 
scribed in terms of the Coulomb and nuclear ampli- 
tudes, fc and f,, . Using the conventional parameteri- 
zation of the nuclear amplitude at small t, one obtains 

du 
- =; 1 fo@+f,, 12= !!!$Z+?!E++$L, 
dt 

(3) 

dw 
where __ = 

47.raEM2G4( t) ( tic>2 
dt p*t* ’ 

hnt -= 
dt 

SG2(t)e-fbjrl(pcos6+ sin@, 
Pltl 

(5) 

(4) 

and &b_ v+( 1 + $>e-bl’l 

dt - 167?-(ik)2 . 

Fig. 1. Partial and total jfp differential elastic scattering cross 

sections as calculated for typical values of CT, b and p. The 

zero of the ordinate has been suppressed to make the difference 

between the cross sections for p = 0 and p = -0.05 visible. 

Here, (Y,, is the fine structure constant. The proton 
dipole form factor G(t) = ( 1 + A) -‘, with A s 
lt1/0.71 (GeV/c)*. The Coulomb phase [ 11, 

+4Aln(4A) f2A 1 . (7) 

The Coulomb cross section is thus a known function of 
t. The nuclear and interference cross sections involve 
the parameters UT, b and p, which must be determined 
experimentally. 

Fig. 1 illustrates the different contributions to the 
differential cross section for a typical case. It is clear 
from this figure that in order to determine from the 
data all three parameters of forward scattering, CT, b, 
and p, independently, it is necessary to measure rel- 
ative cross sections accurately in an extended range 
of small t. The measurement should range from I tl > 
0.015 (GeV/c)2 (where the slope parameter b is best 
determined), past the Coulomb-nuclear interference 
region, 1 tl M 0.001 (GeV/c)* (where the p parame- 
ter has its maximum effect), to deep into the Coulomb 
region, ItI 5 0.0001 (GeV/c)2, where the Coulomb 
cross section is > 95% of the total, and can provide 
accurate absolute normalization. Further, the relative 
differential cross sections as well as t should be mea- 
sured throughout the range with a precision of 1% or 
better. 

Our measurements of the differential cross sections 
are based on the detection of proton recoils which 
correspond to antiproton scattering at extreme forward 
angles. The laboratory kinetic energy, T,, of the recoil 
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protons and the recoil angle, (Y (as measured from the 
perpendicular to the beam direction), are related to t, 

4rni sin2 cr 

-’ = 2mpTp = ( 1 /pan,> _ sin2 cr ’ (8) 

where (l/P&,,> = (Ebeam+mp)/(Ebe~-mg).NOte 
that both t and Tp are to a very good approximation 
proportional to cy2. The recoil measurement technique 
has been used before [2] . It has several important ad- 
vantages over measurements of scattered antiprotons 
at small forward angles, the most important being that 
the problem of distinguishing elastically scattered an- 
tiprotons from non-interacting, or transmitted, antipro- 
tons is avoided. Further, proton recoils have small en- 
ergies and they can be detected with excellent energy 
resolution and signal to noise ratio in solid state detec- 
tors of modest thickness. For example, for It\ as large 
as 0.04 (GeV/c)2, Tp < 22 MeV, and recoil protons 
have a range of < 3000 pm in silicon. Finally, re- 
coil protons corresponding to antiprotons scattered in 
a small cone at forward angles can be spread over a 
much larger azimuthal ring. Their detection in a device 

with only a small extension in 4 reduces problems 
associated with large count rates which are present at 

forward angles. 
The measurements reported here were made in con- 

junction with Fermilab experiment E760. This ex- 
periment is located at the Antiproton Accumulator 
ring and is devoted to high resolution studies of char- 
monium states formed in antiproton-proton annihila- 
tion. The circulating antiproton beam in the accumu- 
lator ring (typically 4 x 10” p) intersects an inter- 
nal H2 gas jet target (typically of density 3.5 x 1013 
protons/cm2) to provide a pp luminosity of about 
1 X 103r cm-2s-t. The interaction region consists 
of the intersection of a N 8 mm diameter cylindri- 
cal beam with a N 7 mm diameter gas jet. Charmo- 
nium resonances (q,, J/q9 , ‘PI, x2,9: and Q,‘) were 
scanned by varying the momentum of the antiprotons 
in the range 3.5-6.2 GeV/c, and electromagnetic fi- 
nal states were detected in the E760 detector system, 
which has been described elsewhere [ 31. The appa- 
ratus used for the measurements of the forward scat- 
tering parameters was incorporated in the luminos- 
ity monitor designed for the charmonium experiment. 
Elastic scattering data were only taken at the I? mo- 
menta corresponding to the masses of the charmonium 

p beam + 

H, jet 
Y 

fixed detector 

Fig. 2. (Top:) Schematic of the geometry of the apparatus for 

detecting recoil protons. (Bottom:) The detector pan. 

resonances studied. The perturbation caused by char- 
monium resonances on the elastic scattering parame- 
ters is expected to be entirely negligible because the 
cross sections for resonant pp+ (cz) n+pp reactions 
are known to be five to seven orders of magnitude 
smaller than the ~?p elastic scattering cross sections. 

The geometry of the luminosity monitor is schemat- 
ically illustrated in Fig. 2(a). The details of its con- 
struction and calibration have been described else- 
where [ 41. Briefly, it consists of a 150 cm long tapered 
vacuum chamber suspended vertically from the beam 
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pipe such that a bank of solid state detectors in a pan at 
its bottom can “see” the pp intersection region at re- 
coil angles LY = 0” to 7”. The detector pan (Fig. 2(b) ) 
had one fixed detector at LY = 3.547(6)” for lumi- 
nosity measurements using known forward scattering 

parameters, and five detectors (at nominal positions 
OfG!=1°,20,... ,5”) on a movable carriage to inde- 
pendently determine the scattering parameters by ana- 
lyzing the detailed shape of the measured differential 
cross sections. The carriage could be moved by remote 

control to bring the detectors to any desired recoil an- 
gle from anominal to c+,,,enal - 7”. The silicon detec- 
tors were of active area -1 cm x 5 cm and depletion 
depths of either 500 pm or 3000 pm. A thin 244Cm 
alpha source could be inserted by remote control to a 
position over the detectors at M 100 cm height to allow 
in situ calibrations of energy and relative solid angle. 

In the recoil method the experimental problem con- 
sists of making precision measurements of the ener- 
gies of the recoil protons and their relative yield at dif- 
ferent recoil angles. In the present experiment the re- 
coil angles typically ranged from (Y M l.l”( f0.35”) 
to Y’(f0.35”) which at 5 GeV/c correspond to 

Jtl = 0.0009(~t0.0005) to ItI M 0.019(+0.0024) 
(GeV/c) * where the f numbers indicate the approx- 
imate acceptance in cr and t due to the finite geometry 
of the detectors and the interaction region. The range 
of recoil energies was Tp M 0.4 to 11 MeV. Since five 
different detectors on the movable carriage were used 
to cover the full range of recoil angles, it was neces- 
sary that the relative solid angles which they subtend 
at the interaction region and their individual energy 
calibrations be determined accurately. This was done 
repeatedly during the course of the measurements by 
inserting the remotely controlled 244Cm alpha source 
in position above the detectors, when no beam was 
circulating. The details of detector performance and 
relative solid angle measurements have been presented 
elsewhere [ 41. In summary, the different detectors 
had energy resolutions between 60 and 110 keV, and 
throughout the measurements their energy and effec- 
tive area calibrations were found to be reproducible 
to within 0.2% and O.l%, respectively. 

The two important ingredients of precision in the 
present measurements are the accurate determination 
and subtraction of the background in the recoil proton 
spectra, and the accurate determination of the mean 
value of t. The procedures used have been described 

Fig. 3. The energy spectra of a detector at three recoil angles 
between one and two degrees for incident antiproton momentum 
plab = 5.6 GeV/c. Note that the background on the low energy 
side of the three recoil peaks does not change appreciably. 

in detail in Ref. [4]. Here we mention only the main 
points. 

For m > 0.003 (GeV/c)2 (cu > 2”), proton recoil 
energies.are larger than N 1.5 MeV. In these cases the 
recoil peak, whose shape is due to the finite extensions 
of the interaction region and of the detectors, sits on 
top of a smooth and stable background which varies 
exponentially and which is nearly a factor 40 smaller 
than the peak. This background could be subtracted 
very reliably, and it is estimated [ 41 that the resulting 
uncertainty in the peak counts (usually > 100 000) is 
< 0.3%. For Iti < 0.003 (GeV/c)* (cu < 2”) the re- 
coil energy is less than 1.5 MeV and the recoil peak 
sits on top of a background that increases rapidly as 
proton energy decreases (see Fig. 3). This background 
has several sources. Among them are detector noise, 
electronic noise, RF pickup and inelastic jfp reactions. 
As illustrated in Fig. 3, the background is very stable 
and can be determined accurately by comparing the 
recoil spectrum at one detector angle with that at an 
adjoining angle. As the recoil peak moves away with 
the change of angle, it reveals the almost exact form 
of the background under its former position. It is esti- 
mated that the error in the background subtracted re- 
coil counts obtained by this method varies from 0.3% 
at m M 0.003 (GeV/c)* ((w = 2“) to 1.5% at m M 
0.0009 (GeV/c)2 (cu M 1”). 

As indicated in Eq. (S), the determination of the 
mean value of the momentum transfer, m is equiva- 
lent to the determination of the mean value of the re- 
coil energy Tp. An algorithm was developed to analyze 
the shape of the recoil peak to determine the mean 
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value of the recoil energy. Its accuracy was tested with 
Monte Carlo generated spectra which provided an ac- 
curate representation of the experimental spectra[4]. 
This procedure was used for all spectra with ItI > 
0.003 (GeV/c)2 (a > 2”). However, it could not be 

used reliably for w < 0.003 (GeV/c)2 (cy < 2”) for 
which the recoil peak sits on too steep a background. 
For such a case the recoil angle was determined from 
the known linear distance on the carriage between the 
detector at LY < 2” and another detector on the car- 
riage which was at cy > 2” at the same time, and 
for which (Y could be determined accurately by the 
procedure described before. It is estimated that recoil 
angles determined by either method have errors less 
than ~tO.O06~, which correspond to errors in t which 

range from 1.1% at m = 0.0009 (GeV/c)* to 0.2% 
at m = 0.020 (GeV/c)*. 

The procedures described above lead to background 
subtracted counts N(ai) and their errors (counting 
statistics and background uncertainty added in quadra- 
ture) for recoils in the different detectors at recoil an- 
gles (pi. These counts are all normalized to the counts 
N(crc) in the fixed detector at CQ = 3.547”, and are 
corrected for the measured small differences in the 
solid angles (An) of the different detectors. Note that 

these ratios 

da( ai) /da 

= do-(ao)/dfi’ 
(9) 

and the corresponding errors A R( ai) we independent 
of absolute luminosity L, and give relative differential 

cross sections as a function of cy, or equivalently of 
/ tl , for a given momentum of the antiproton beam. (In 
actual practice, the antiproton beam momentum was 
scanned over the width of the charmonium resonance 
under investigation, but this variation was always less 
than 75 MeV/c, and for our purposes it was consid- 
ered to be negligible.) These relative cross sections 
were then analyzed for the forward scattering param- 
eters using the theoretical expressions in Eqs. (3)- 
(7)) appropriately integrated over the finite geometry 
of the interaction region and the detectors. The best fit 
forward scattering parameters are determined by x2 
minimization, with x2 defined as 
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Fig. 4. World data on pp total cross sections in the 2-8 GeV/c 

momentum range. Results of this experiment are shown as open 

circles. Results from the literature [51 are shown with filled 
symbols. The curve represents the best fit described in the text. 

x2 = Ci ( [R(4exp - R(cui)theol/AR(ni)exp>*. 
(10) 

Since we have made measurements relatively deep 
into the Coulomb region, t M 0.0004 (GeV/c)2, we 
can analyze our relative differential cross sections for 
all three parameters gT, b and p. The results of this 
analysis, which we call “UT-free” analysis are given 
in Table 1. We note that our results for the total cross 
sections (column 2 of Table 1) have I%-2% errors 
but they appear to fluctuate by larger amounts. (See 
Fig. 4.) We also note that fluctuations in ffr are ac- 
companied by corresponding fluctuations in the val- 
ues of b and p. This is, confirmed by the fact that the 
correlation coeffcients between the parameters of the 
fits are found to be large. For examply, the values are 
C(b,ar) = -0.56, C(b,p) = -0.79, and C(p,ar) = 
+0.92 at PI& = 4.07 GeV/c. 

The large values of the correlation coefficients in- 
dicate that a substantial part of the fluctuations in the 
most sensitive parameter p are induced by fluctuations 
in I.rT and b. It is desirable to remove these correla- 
tion induced fluctuations in p by introducing sensible 
constraints on one of the other parameters. Usually 
this is done by fixing ffr to values obtained from in- 
dependent measurements or fits to them, and analyz- 
ing the differential cross section data only for b and 
p. For our second method of analysis we also follow 
this procedure. 

In order to obtain the best estimates of a~ we have fit 
the world data for ~?p total cross sections [ 51 with the 
simple, and generally-used expression CT = A + BpN 
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Table 1 

Results for jjp elastic scattering parameters. The errors include systematic errors added in quadrature to all random errors. 

PIah 

GeVlc 

3.70 
4.07 

5.60 

5.72 

5.94 

6.23 

CT-free analysis 

oT b 

mb (GeV/c)-2 

71.9(9) 12.6(4) 

67.8( 15) 12.9(7) 

60.9(4) 12.6(2) 

59.5(6) 12.7(3) 

59.1(5) 13.0(2) 

61.5( 12) 11.7(5) 

P X2/df 

f0.018( 14) 0.89 
-0.015(24) 0.60 

-0.047(7) 1.04 

-0.051(11) 1.13 

-0.063(8) 1.19 

-0.006(20) 0.42 

oT-fixed andySiS 

UT b 

mb (GeV/c)-2 

70.3 12.9(4) 
68.0 12.8(7) 
61.3 12.5(3) 
60.9 12.2(4) 
60.2 12.6(3) 

59.4 12.2(6) 

P X2/df 

+0.006(S) 0.90 

-0.007( 12) 0.60 

-0.030(7) 1.04 

-0.018(8) 1.20 

-0.035(g) 1.26 

-0.029( 10) 0.50 

in various intervals of momentum, ranging from 2 
GeVlc < p < 8 GeVlc to 2 GeVlc < p < 50 GeVlc, 
with and without including our values of ar, and ob- 

tained very consistent results. The data and the fit for 
the region 2 GeVlc < p < 8 GeVlc are shown in 
Fig. 4. The parameters for the best fit ( X2/df = 3.68) 
are found to be A = 34.48( 17) mb, B = X9.7( 10) mb, 
and ~1. = -0702( 28). The errors in the predictions of 
this fit are found to be typically f0.16 mb. Since no 
structure is expected in gr in the 2-8 GeVlc region, 
the large value of the best fit X2/df is attributed to un- 

derestimates of errors in the old measurements. The 
realistic value of uncertainties in the best fit predic- 

tions is therefore estimated to be &O.l6dmf mb 

= f0.30 mb. 
For our second method of analysis we fix ar to 

the values predicted by the above fit, and listed in 
column 6 of Table 1. We then analyze the differential 
cross section data by the x2 minimization procedure 
described before by varying b and p only. The results 
of this “UT-fixed” analysis are also presented in Table 
1. As expected, the large fluctuations in p values of 
the “CT-free” analysis are now much reduced, without 

any significant increase in the x2/df of the fits. 
There are two main sources of systematic error in 

our determination of the best fit parameters. Their con- 
tributions to the error in CT, b and p were determined 
by simulating their variation by f one standard devia- 
tion individually and refitting the data. The first source 
of systematic error is due to the uncertainties (typi- 
cally < 0.1%) in the values of the relative areas of 
the different detectors which were used to normalize 
their counts. It is estimated that these uncertainies in- 
duce systematic errors ACT = rt0.23 mb, A b = 310.18 

(GeVlc) -2, and Ap = f0.0024. 

The second source of systematic error is the uncer- 
tainty in the determination of t, because of system- 
atic errors (5 0.2%) in detector energy calibration 
(thickness of the protective absorber on the surface 
of the cy-source, detector dead layer thickness, etc.). 
It is estimated that these uncertainties induce errors 
ACT = f0.07 mb, Ab = 50.14 (GeV/c)-2, and Ap = 
f0.0035. 

We combine the above two contributions to sys- 
tematic error in quadrature to obtain the estimate 
of final systematic errors in our UT-free analy- 
sis as: Agr(syst.)= f0.24 mb, Ab(syst.)= f0.23 

(GeVlc) -2, and Ap( syst.) = f0.004. 
For the UT-fixed analysis of Table 1, the uncertainty 

in the fixed value of assumed CT (typically f 0.3 mb) 
constitutes an additional source of error for b and p. 

The estimated contributions from this source are Ab = 
ho.08 (GeV/c)-2, Ap = f0.005. These have also 
been included in the errors listed in Table 1. 

In Fig. 5 we present the results for b and p from the 
present measurements (open circles) along with the 
published results [6] from the literature (filled sym- 
bols). It is to be noted that the existing data for p 

in the region below 10 GeV/c have large errors and 
often differences much larger than the quoted errors. 
Our results for the p parameter have nearly an order 
of magnitude smaller errors than the earlier results of 
Ref. [ 71. Our results for the b-parameter are in agree- 
ment with the earlier results and have errors which are 
generally factors two to four smaller. 

In Fig. 6 the results of our differential cross section 
measurements and the best fits resulting from the CT- 
fixed analysis are presented. 
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Fig. 5. (Top:) World data for the p-parameter, with the region 

covered by the present measurements also shown on an expanded 
scale in the inset. The solid curve is the dispersion relation predic- 

tion due to Kroll and Schweiger [ 81. (Bottom:) World data for 

the b-parameter. In both panels results from the present measure- 

ments are shown as open circles. Results from the literature [6] 

are shown with filled symbols. 

Dispersion relations predict the p-parameter in 
terms of pp and pp total cross sections for fi > 2m,, 
and parameters of those poles in the unphysical region 
(6 < 21~~) with which pp can communicate. As 
is well known, for PI&, > 50 GeV/c the predictions 
for p are completely determined by the measured CT 
and the contribution of the unphysical region to p is 
very small ( < 0.02). In contrast, as one goes to lower 
energies, the predictions become increasingly sensi- 
tive to the choice of relevant poles of the unphysical 
region and their parameters. In Fig. 5 we show the 
predictions of the latest dispersion relation calculation 
of Kroll and Schweiger. [S] The large errors in the 
existing experimental results for the p-parameter be- 
low 10 GeV/c provided few constraints to Kroll and 
Schweiger. They made their choice of the resonance 
poles and their coupling constants in the unphysical 
region to fit the LEAR data below 0.6 GeV/c, with 
the result that the existing data in the l-10 GeV/c re- 
gion were poorly fit. These predictions are now seen 
to be in clear disagreement with our precision results 
in the 3.5 to 6.2 GeV/c region. Hopefully, our results 

r 

0 v 0.005 0.01 0.02 
ltl (GeV/c)’ 

Fig. 6. Measured differential cross sections (increased as indicated 

by amounts Acr (mb/(GeV/c)‘) for display purposes) for six 

beam energies. The statistical errors are smaller than the size of 

the points. The solid line in each plot represents the fit to the data. 

will motivate a new dispersion analysis and provide 
strong constraints for the choice of the poles and their 
parameters in the unphysical region. The success of 
our recoil detection technique also suggests that it 
can be used to great advantage in obtaining the much 
needed precision data in the region below 3 GeV/c, 
which should help pin down these parameters further. 
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