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Abstract. We report a measurement of the electro- 
weak parameters sin 20 w and p based on the ratios 
of neutral current to charged current events measured 
in the Fermilab narrow-band neutrino beam at ener- 
gies of 30-240 GeV. The data are fully corrected for 
radiative effects, heavy-quark production, and other 
effects. The best value for sin20w obtained, sin20w 
=0.239+0.011, is consistent with the most recent 
values from W and Z production, as well as from 
other neutrino experiments. 

Introduction 

This paper presents a measurement by the CCFR 
group of the electroweak parameters sin 20w and p 
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using the ratio of neutral- to charged-current deep 
inelastic neutrino interactions. The data were taken 
in two Fermilab experiments, E616 and E701, both 
using the narrow band neutrino beam at Fermilab. 
Results have already been published [1] for the first 
of these runs (E616). The analysis [2] presented here 
combines both runs and more than doubles the pre- 
vious event sample. 

The Weinberg angle Ow specifies the electroweak 
mixing in neutral current interactions. Unlike Ow, p 
is not a fundamental parameter in the simplest Wein- 
berg-Salam model, in which p = 1; p is used to specify 
the relative strengths of neutral and charged-current 
weak interactions, and is related to the structure of 
the Higgs sector in extended models. In this experi- 
ment, sin 20w and p were determined from the ratios 
of neutral-current (NC) to charged-current (CC) 
events using the equations [3] 

RV=(y~c/~Vcc=p2 -sin2Ow +-~sin Ow(l +r (1) 

1 2 R~=a~c/a~c=p2(~_si n ~ 5 . 4~ [1 Ow+~Sln Owk + 1 ) ) ( 2 )  

where _ v v r-acc/acc. These equations are valid even 
after cuts in y = Ehaa/E, are applied to both NC and 
CC events, provided that R *, R ~, and r are all evalu- 
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ated within the same cuts. However the equations 
are exact only for an idealized target, and must be 
corrected for the non-zero charmed-quark mass, ra- 
diative effects, and the non-isoscalar target. 

For values of sin 20w~0.24, sin20w is insensitive 
to R ~. The measurement of sin 20w is determined al- 
most entirely by W, and R ~ is only useful for measur- 
ing p. 

T h e  F e r m i l a b  n a r r o w - b a n d  n e u t r i n o  b e a m  

The narrow-band neutrino beam was formed by tar- 
getting 400 QeV primary protons on a BeO target 
to produce high-energy secondary pions and kaons. 
These were sign- and momentum-selected by an array 
of quadrupoles and dipoles to produce a collimated 
beam with momentum spread A p/p~0.10 and angu- 
lar divergence A0~0.15 mrad. These passed into a 
350m long evacuated decay pipe where neutrinos 
were produced by/~v decays of the pions and kaons. 
Hadrons which did not decay were absorbed in a 
6.5 m steel and aluminum beam dump at the end of 
the decay pipe. Muons were absorbed by 930 m of 
earth and steel shielding between the beam dump and 
the neutrino detector. 

Due to two-body decay kinematics, the neutrino 
spectrum resulting from the decays of secondary had- 
rons was dominated by two bands, a high-energy 
band from K-decay (E~ax=0.95 Ebeam ) and a lower- 
energy band from ~-decay (E~,x=0.43Ebe~m), as 
shown in Fig. 1 for Ebe,m=200 GeV. The neutrino 
energy within each band decreased as a function of 
increasing decay angle and therefore of increasing ra- 
dius r of the event vertex as measured from the beam 
center in the detector, as shown in Fig. 2. This two- 
band structure and the ability to determine E~ (r) from 
the radius of the event vertex were used in the analysis 
to provide information about the incident E~, as de- 
scribed below. 

The data were taken in two runs, E616 (in 1979 
80) and E701 (in 1982). In E616, data were taken 
at secondary beam settings of 120, 140, 168, 200, and 
250 GeV, for both positive beam (v) and negative 
beam (~), with a total of 22744 observed charged- 
current v events (after the rather stringent cuts re- 
quired for the neutral current analysis). In E701, data 
were taken at positive beam settings of 100, 140, 165, 
200, and 250 GeV, giving an additional 32280 CC 
events. 

Backgrounds from cosmic ray interactions were 
a potential problem due to the unrestrictive neutral 
current trigger requirements. To minimize this back- 
ground, the beam was extracted in the fast-spill mode 
for the neutrino experiment (after a slow-spill extrac- 
tion for other experiments on site). For E616, the de- 
tector was live only during the fast beam spill of 1- 
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Fig. 1. The measured Ev spectrum for the 200 GeV secondary beam 
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Fig. 2. Measured E~, as a function of radius r at the detector for 
Ebe.m = 200 GeV 

2 ms; in E701, in order to improve statistics while 
keeping the instantaneous rate and deadtime suffi- 
ciently low, beam was also extracted in five "pings" 
of width < 1 ms each during the slow spill extraction. 

A potential contamination of "wide-band back- 
ground" neutrinos, produced from secondaries which 
decayed before momentum selection, was minimized 
by configuring the momentum-selecting magnets so 
that the beam did not point directly at the neutrino 
detector before the final bend. As a result, the wide 
band neutrino flux was small and peaked at low ener- 
gies. This flux was directly measured by running with 
the momentum-defining collimator closed to prevent 
secondaries from entering the decay pipe. 

The steering of the secondary beam was moni- 
tored using vertical and horizontal split-plate ion 
chambers in the decay pipe. These were used in the 
data analysis to reject beam spills in which the cen- 
troid of the neutrino beam deviated by more than 
_ 4 cm from its mean at the neutrino detector. 



Additional beam monitors were used to measure 
particle ratios, beam divergence, beam energy, and 
flux, and are described in detail elsewhere [4]. The 
analysis presented here does not require normalized 
fluxes, since the R" and R ~ in (1) and (2) are the ratios 
of neutral to charged-current events. Flux measure- 
ments enter only through parameter r - -  acc /acc  ~ " , 

which introduces a negligible error in sin z Ow. 

T h e  n e u t r i n o  d e t e c t o r  

The neutrino detector is shown schematically in 
Fig. 3. Interactions occurred in the target-calorimeter, 
which contained a total mass of 690 tons and con- 
sisted of 305 cm x 305 cm x 5 cm steel plates instru- 
mented with 305 cm x 305 cm liquid scintillation 
counters and spark chambers, with a counter after 
every 10 cm of steel and a chamber after every 20 cm. 
The calorimeter was followed by a magnetized toroi- 
dal spectrometer used to measure E~ (for charged- 
current studies) with a root-mean-square resolution 
of 6 E u / E ,  = 11%. 

In the measurement of R V presented here, no 
tracking or spectrometer information was used. The 
spark chambers were used only to measure the trans- 
verse coordinates of the event vertex using the cen- 
troid of sparks produced in the hadron showers of 
both neutral- and charged-current events. 
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Fig. 3a, b. The Lab-E neutrino detector used for both E616 and 
E701: a shows a typical NC event; b shows a CC event, with the 
muon appearing in counter pulse heights and in chamber hits 
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Fig. 5. Sigma of measured hadron energy as a function of beam 
energy 

The calorimeter counters were used to measure 
the hadron energy of events, as well as the longitudi- 
nal vertex and the range of penetration of charged 
particles. They have been extensively mapped using 
beam muons and hadron showers from a momentum- 
defined test beam, and these map corrections were 
applied in determining hadron energy in neutrino in- 
teractions. The calibration and resolution of the calo- 
rimeter have been measured [5] in test runs with had- 
ton beams both before and after the data presented 
here were recorded. The linearity of the calibration 
is shown in Fig. 4. With hadron beam energies of 
25, 50, 90, 200, and 250 GeV, the resolution was found 
to be fitted well by the expression 

6Eh,d(GeV ) = (0.72 _+ 0.20) + (0.81 _+ 0.03) ~/Ehad (GeV) 
(3) 

as shown in Fig. 5. 

E v e n t  r e c o n s t r u c t i o n  

From (1) and (2), R ~ is insensitive to sin 20w (for p = 1 
and sin 2 0 w '~ 0.24), so the measurement of R ~ has little 
effect on the determination of sin 2 0 w. The important  
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ratio is R~; an error of ___ 1% in R ~ produces an error 
of T-0.005 in sin20w . Since a precise measurement 
of R ~ was required in this experiment, it was impera- 
tive to minimize any possible bias between NC and 
CC events, both in event selection and event analysis. 

Consequently, even though the production angle 
and energy of the final state lepton were measured 
for most CC events, this information was not directly 
used in the neutral current analysis. Only information 
that was measured equally well for both NC and CC 
events contributed directly to the analysis. This re- 
quirement was a major factor in determining the anal- 
ysis procedure, e.g. the event trigger, the vertex finding 
algorithm, and the cuts imposed on the interaction 
point and hadron energy. 

The trigger electronics contained several indepen- 
dent triggers, including a "muon  trigger" (requiring 
a penetrating charged particle) and a "hadron  trig- 
ger" (requiring only a localized energy deposition in 
the calorimeter). To avoid any bias between CC and 
NC events, only events satisfying the "hadron  trig- 
ger" were used in the determination of R~. This trig- 
ger required 2 counters in a group of 4 adjacent calo- 
rimeter counters to fire in coincidence with > 10- 
15 GeV of energy deposition measured in these 4 
counters plus the 8 counters immediately down- 
stream. E701 was run with lower counter thresholds 
to give better efficiency at low Eh,d. In both experi- 
ments, the efficiency of the hadron trigger was moni- 
tored by comparison with the muon trigger used for 
CC events. This efficiency is shown as a function of 
hadron energy Eh,d in Fig. 6 for both experiments 
E616 and E701. In the analysis of each experiment, 
a software cut of Ehad > 20 GeV was imposed to en- 
sure that the trigger was 100% efficient for both NC 
and CC events. 

The only reconstructed quantities used in the 
analysis were those which we believe were measured 
equally well for both NC and CC events: these are 
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Fig. 6a,  b. Neutral current trigger efficiencies for both experiments 
as a function of measured Ehaa 

the longitudinal and transverse coordinates of the in- 
teraction point, the total hadron energy, and the 
"event length", defined as the maximum penetration 
distance of charged particles produced by the interac- 
tion. 

The longitudinal (z) vertex position along the 
beam axis was found from the group of counters 
showing energy deposition around the interaction 
point, and was defined to be the center of the steel 
plate immediately upstream of the most upstream 
counter in this group. Spark chamber information 
was not used. 

The transverse vertex of the event was found from 
a weighted average of the hits in the 6 spark chambers 
immediately downstream of the vertex (i.e., in the had- 
ton shower). Charged-current muon track informa- 
tion was not used, in order to avoid bias between 
NC and CC events. The transverse vertex was 
checked for a sample of CC events by comparing it 
to the vertex obtained by extrapolating the muon 
track to the z-coordinate of the interaction vertex. 
The r m s  difference of the two definitions was ~ 4.3 cm 
in both the x and y coordinates. 

The hadron energy Eha d of an event was obtained 
by summing the calibrated ionization measured in 
the 21 calorimeter counters immediately downstream 
of the event vertex. As described above, the calibra- 
tion of each counter was monitored by measuring 
the muon ionization peak throughout  the run. Map 
corrections, measured as a function of transverse posi- 
tion, were applied to the pulse-height of each counter, 
and the calibration ratio used to convert total ioniza- 
tion into hadron energy was measured in test runs 
using hadron beams. For  CC events, it was necessary 
to subtract the ionization due to the penetrating 
muons. This subtraction was measured separately for 
each beam setting, using unambiguously identified 
CC events, by summing groups of 21 counters in re- 
gions well downstream of the hadron shower. 

The event length L was defined to be the distance 
(in meters of steel) between the most upstream and 
the most downstream of the contiguous calorimeter 
counters showing ionization. The event length was 
therefore the range of the most penetrating charged 
particle produced at the event vertex. For  NC events, 
this was the range of the hadron shower; for CC 
events, it was the typically much longer range of the 
penetrating muon. The event length was the single 
measured parameter used to separate NC and CC 
events, as described below. 

Event classifications 

In order to utilize the band structure of the neutrino 
beam, the measured E~ spectrum of fully reconstruct- 
ed CC events was used to determine, for each beam 
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Fig. 7a, b. Event length L for all events: a without the E~aa(r) cut, 
and b with the Ehad(r) cut which removes most of the CC back- 
ground at low L. Note that the Monte-Carlo calculation of L uses 
only the muon length 

setting, a separation curve Es(r) lying in the valley 
between the it and K bands in the E~ vs. r plane 
(see Fig. 2). Since only Ehad (not E~) could be used 
in the neutral current analysis, all interactions were 
classified as "re-band" if Eh,d < Es(r), and as "K-band" 
if Ehaa>Es(r ). This left a background of vK events 
with low Ehad in the 7z band, but since the v~ events 
were far more numerous, the background was small 
and calculable. This procedure made it possible to 
measure W' ~ for each band and each beam setting. 

NC and CC events were distinguished in each 
band on the basis of length. If all events at a given 
beam setting are histogrammed as a function of 
length, the neutral currents appear as a peak in the 
short-length region (L<2.1mFe),  while the CC 
events form a plateau extending up to very long 
length (see Fig. 7). However, several corrections must 
be made to these two regions in order to extract accu- 
rate NC and CC signals. 

Measured corrections to NC and CC classes 

Interactions due to cosmic rays entering through the 
top or sides of the detector frequently gave short- 
length showers, and tended to mimic neutral current 
interactions. This background was minimized by us- 
ing the fast spill extraction described earlier. The re- 
maining background was directly measured by taking 
data in a 10-ms "cosmic ray" gate after each beam 
cycle throughout the run. The live-time of the detector 
was recorded for each beam gate and for each cosmic 
ray gate. In the analysis, cosmic ray events taken dur- 
ing running at a given secondary beam setting were 
treated in exactly the same way as neutrino events 
taken at that beam setting. After all cuts, the cosmic 
ray rates for each class were subtracted from the beam 
rates, using the integrated livetimes for relative nor- 
malization. Although the subtraction applied to the 

short-length class was significant (2.1%), the errors 
were quite small (+0.1%). 

Pions and kaons which decayed upstream of the 
momentum-selecting collimator produced a small 
background of "wide-band" neutrinos, which tended 
to be low-energy and uniformly spread over the detec- 
tor. Since it was impossible to reliably calculate the 
spectrum of these neutrinos, their contamination was 
measured by running the experiment at each beam 
setting with the momentum-selecting collimator 
closed. After correcting these wide-band rates for 
cosmic ray backgrounds, they were subtracted from 
the beam rates at each beam setting, normalized to 
the integrated proton flux. The total subtraction to 
the short-length region was (1.7 -+ 0.4)% summed over 
all beam settings. Since wide-band events contributed 
to both the NC and CC regions, the effect of the 
subtraction on R ~ was much smaller. 

Large hadron showers had a small but non-negli- 
gible probability of extending beyond the 21-counter 
length cut; this "punch-through effect" tended to shift 
events from the NC class to the CC class. The proba- 
bility of punch-through was measured as a function 
of Ehad by running a monoenergetic hadron beam 
into the neutrino detector, at energies of 25, 50, 90, 
and 200 GeV. The probability P that a hadron shower 
extended beyond the 2.1m cut was well fitted 
throughout this energy range by a linear parameteri- 
zation: P(L>2.1 m Fe)= 1.15 x 10 -4 Eha d. At each 
beam setting, this formula was integrated over the 
measured short-length Eh,d spectrum to obtain the 
punch-through component, which was then sub- 
tracted from the NC class and added to the CC class; 
this correction amounted to 0.7-+0.1% of the total 
short-length event sample. 

Corrections for each of these measured back- 
grounds were made separately to the short- and long- 
length regions in each energy band and for each beam 
setting. The cosmic ray and wide-band backgrounds 
were further reduced by cuts in Eha d described below. 
The net uncertainty in R ~ due to these measured cor- 
rections was 0.3%, mainly due to statistical error in 
the wide-band background subtraction. This pro- 
duced a small uncertainty in sin20w of -+0.0015, 
which is included in the statistical error. 

Monte-Carlo simulation of beam and detector 

Several other backgrounds and correction factors 
could not be directly measured, and were calculated 
using a detailed Monte-Carlo simulation of the beam 
and the detector. In the Monte Carlo simulation, sec- 
ondary particle rays were traced through the dichro- 
matic train and decayed through the reactions rt 
~ #v~, K ~ l~V,, K ~ n~ #v , ,  K ~ n~ eve, with branc- 
ing ratios of 100%, 63.5%, 3.2%, and 4.9% respec- 
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tively. Events were generated in the detector using 
structure functions previously obtained [5] in a fit 
to the E616 CC data. The event generation included 
the effects of radiative corrections using the method 
described in [6]. 

For each beam setting, the centroids of the distri- 
butions in transverse vertex of the Monte-Carlo 
events were adjusted to agree with the measured cen- 
troids of data events. Their interaction z coordinates 
were generated according to the distribution of matter 
in the calorimeter. The fiducial cuts used in the data 
analysis were then applied. 

All generated hadron showers were given a range 
of less than 2.1 m of steel, since the data had already 
been corrected for "punch-through" showers. The 
event length for generated CC events was determined 
solely by the muon, and was equal to the length in 
steel between the event vertex and the point where 
the muon either ranged out or left through the sides 
of the calorimeter. As in the data analysis, Monte- 
Carlo events with length < 2.1 m of steel were classi- 
fied as "short-length" events, and events with length 
> 2.1 m were classified as "long-length". 

For all Monte Carlo events, the generated hadron 
energy was smeared by the detector resolution. To 
simulate the definition of Ehad for data events, Monte 
Carlo CC events had the ionization energy loss of 
the muon in the 2.1m of steel downstream of the 
interaction point added to the smeared hadron ener- 
gy. This ionization energy loss was dependent on 
muon momentum, and was obtained from momen- 
tum-binned data distributions of muon energy loss 
in CC events. In analyzing the Monte Carlo events 
in the long-length class, the data analysis was copied 
by subtracting an average muon ionization energy 
loss in 2.1 m of steel for each beam setting. An average 
(instead of momentum dependent) subtraction was 
used since not all data charged-current muons passed 
through the good-field region of the muon spectrome- 
ter (required for good momentum measurement). The 
Ehad obtained by this procedure was used for the 
20 GeV Eh,d cut, and to separate MC events into v~ 
and vK classes, in the same way as for data. 

Calculated corrections to NC and CC classes 

The data included background events from neutrinos 
produced by the three-body decays of kaons, K 
-~pvu~ ~ and K~eve ~~ These neutrinos did not 
have the energy-radius correlation characteristic of 
the dichromatic beam; in addition, electron neutrinos 
produced short ranged electromagnetic showers 
which contaminated only the short-length class and 
therefore had a significant effect on R v. Both of these 
backgrounds were subtracted using the Monte-Carlo, 

normalized to reproduce the correct numbers of 
events in the long-length kaon bands. 

As discussed earlier, the v~ class had a background 
of vK events with low Ehad. Due to the momentum 
spread of the beam, there was also a very small back- 
ground of v~ events in the vK class. These backgrounds 
were subtracted, and W values were formed separate- 
ly for the v~ and vK classes. 

A more serious background came from CC events 
with very low-energy muons which either ranged out 
or left the sides of the calorimeter with L<2.1 m. 
These were extrapolated from the long-length CC dis- 
tribution using the Monte Carlo, and both the short- 
and long-length regions were corrected for this effect. 
In order to minimize the dependence of this extrapo- 
lation on the assumed CC structure functions, the 
Monte-Carlo subtraction was normalized to the 
number of CC events which had L>2.1 m Fe and 
which also either ranged out or left through the sides 
of the calorimeter rather than through the down- 
stream end. In this way, only the medium-length CC 
events, which were kinematically most similar to the 
short-length background events, were used to norma- 
lize the subtraction. 

If no further cuts had been applied to the data, 
this would have been the largest background and the 
largest source of experimental systematic error in the 
analysis. However, the use of the narrow-band neu- 
trino beam made it possible to remove most of these 
ambiguous events by means of a cut on measured 
hadron energy. Both classes of short-length CC 
events, with muons which escaped or which ranged 
out, necessarily had low-energy muons and therefore 
high-energy hadron showers. Since the maximum 
muon production angle increases with increasing 
Ehad, almost all of this background could be elimi- 
nated by rejecting all events, both NC and CC, which 
had ~t ~t Eh.d(r) was Ehad > Ehad(r). defined so that an event 
with the expected energy E~(r) at radius r and with 

c u t  Ehad > Ehaa(r) would necessarily have L > 2.1 m of Fe. 
The cut in Ehad corresponded roughly to a cut 

in y(=Ehaa/E~(r))~0.7, but the exact effect of the cut 
depended on beam setting and radius r of the event 
vertex. The data sample was reduced by about a fac- 
tor of 2 by this cut, but the background was reduced 
by a factor of 10 (see Fig. 7b). The remaining CC 
background in the short-length region was due to 
the finite momentum spread and dispersion of the 
secondary beam, and to the finite resolution in mea- 
sured Eha d and vertex position, and this was calculat- 
ed using the Monte Carlo. Because cut Ehad (r) became 
smaller with increasing r, this cut was most severe 
at larger r. It consequently removed more events near 
the edges of the detector, and had the effect of reduc- 
ing the relative cosmic ray background from 2.1% 



Table 1. Corrections made to the short-length region (L<21 counters), expressed as a fraction of the 
final NC data sample. The radius-dependent Eh,d cut has been applied 

Measured corrections Calculated backgrounds 

Cosmic rays: - 1.2% 
(from 10-ms CR gate) 

Wide band background: - 0 . 8 %  
(measured with slit closed) 

Hadronic punch-thru: + 0.8 % 
(from test beam data) 

v~ from K~3 decays: - 0 . 9 %  
v~ from Ke3 decays: --8.1% 

v~ in K-band: - 0 . 9 %  
vK in n-band: - 10.8% 

CC interactions with L<21  --6.1% 
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Table 2. R~e~ from E616 and E701 

Experiment particle Eh=d no with 
Eh,d(r) cut Eh,d(r) cut 

E616 pion 250 0.287+0.015 0.303__+0.016 
200 0.291 +0.013 0.285+0.014 
165 0.299+0.015 0.286+0.018 
140 0.286 4- 0.018 0.308 _+ 0.023 
120 0.304_+0.023 0.278+0.030 

E616 kaon 250 0.283 _+ 0.019 0.275 _+0.022 
200 0.319_+0.021 0.321_+0.026 
165 0.320 _+ 0.027 0.269 _+ 0.034 
140 0.258 _+ 0.034 0.263 -t- 0.051 
120 0.393 _+ 0.057 0.397 -+ 0.099 

E701 pion 250 0.287-+0.014 0.293-+0.013 
200 0.289 _+ 0.012 0.303 4- 0.012 
165 0.275-+0.018 0.326-+0.020 
140 0.302+0.012 0.316_+0.015 
100 0.266 _+ 0.020 0.244 -+ 0.032 

E701 kaon 250 0.292 + 0.020 0.299 _+ 0.025 
200 0.279 _+ 0.023 0.264 -+ 0.031 
165 0.294-+0.036 0.320_+0.058 
140 0.317 4- 0.028 0.283 4- 0.046 
100 0.263_+0.048 0.255_+0.137 

0.40 ' ' " ' t  . . . .  I . . . .  I . . . .  I 

++ 0 . 5 0  

0.25 " 1 

0 2 0  . . . .  I . . . .  I . . . .  I . . . .  I , . ,  

0 50 I00 150 200 250 

E=, ( G e V )  

Fig. 8. R ~, from E616 and E701 combined, as a function of E~, 
These are the ratios before the Ebad(r) cut is applied 

to 1.2%, and the wide-band background from 1.7% 
to 0.8%. 

All o f  these corrections were made to both energy 
bands at each beam setting. The sizes of all of these 
corrections to the short-length region, both measured 
and calculated, are summarized in Table 1. After all 
corrections, the NC to CC ratios were calculated for 
each band and each beam setting by dividing the 
number of corrected short-length events by the cor- 
rected number of long-length events. These measured 
values, which will be referred to as R~e,s and Rmeas 
are given in Table 2 and 3, and plotted in Figs. 8 
and 9. A weighted average of all the R, values gave: 

_ Eh, a ~ Eha d (r) (4) R~=0.291+0.006 with rut 

and 

R~ = 0.299 + 0.005 with no high-Eh, d cut. (5) 

0.6 
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0,4 

I ~  0.3 
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O.I 

, , , , [ ' , , , 

. . . .  I . . . .  I . . . .  

o.o . . . .  I . . . .  I . . . .  I . . . .  I . . . .  
0 50  ioo 150 z 0 0  2 5 0  

E=, ( G e V )  

Fig. 9. R ~, from E616, plotted as a function of E~. These are the 
ratios before the Ehad(r) cut is applied 
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Table 3. R~m~,~ from E616 (used only in 2-parameter fit) 

particle Ebo~m no Ehad(r ) cut with Ehad(r ) cut 

pion 

kaon 

250 0.480 _+ 0.050 0.466 + 0.047 
200 0.443 _+ 0.035 0.396 + 0.034 
165 0.392 4- 0.035 0.388 _+ 0.040 
140 0.409 4- 0.039 0.374_4- 0.046 
120 0.343 +0.046 0.299 +0.061 

250 0.331 +0 .135  0.375+0.175 
200 0.314+__0.096 0.473+0.132 
165 0 . 1 7 4 + 0 . 0 8 8  0.166+0.110 
140 0.298 +0.116 0.208 +0.126 
120 0.578 +0.257 0.427 4-0.315 

Extraction of sin 2 0w and p 

The measured values R~r and R . . . .  incorporate all 
the corrections discussed earlier, including corrections 
for cosmic ray and wide band backgrounds, subtrac- 
tion of short length CC events from the NC class, 
removal of Ke3 and K p 3  backgrounds,  and removal 
of the background ov vK events with low Eha d which 
contaminate the v~ class. 

The electroweak parameters  p and sin 20w can be 
extracted from R~a~ and R . . . .  through the use of 
the theoretical relationships of (1) and (2): 

R~ 2/1 .20 5 .4  +r)) theor=p [ ~ - s m  w + ~ S l n  Ow(1 

and 

Rt~eor=P ~2 - s i n  Ow+~singOw 

However, these equations were derived from an 
idealized model. R ~ , s  and R . . . .  are shifted from the 
ideal theoretical values Rtheo r and v Rtheo r by various 
effects which include the finite width of the neutrino 
beam energy spectrum, Eh,d smearing due to detector 
resolution, the non-isoscalar target, the finite strange 
quark sea [7], charm product ion with slow rescaling 
[8], and radiative corrections [6] to the charged-cur- 
rent differential cross-section. It was therefore neces- 

sary to correct R~e,s and R . . . .  before using (1) and 
(2) .  

These corrections were made by applying multi- 
plicative correction factors, f "  and f ~  to R~eas and 

,7 R . . . .  . To obtain these correction factors, simulated 
values R~im and R~m were obtained by a Monte  Carlo 
simulation of the measurement  for each beam setting. 
The simulation included the various effects described 
above as well as electromagnetic radiative corrections 
from virtual photon diagrams and bremsstrahlung by 
the final state charged current muon. Monte  Carlo 
events were subjected to the same cuts and analysis 
procedures as data events. 

The Monte  Carlo simulation used input values 
sin20w0=0.225 and po =1,  which were substituted 
into (1) and (2) to give Rth~o~(sin 20wo), corresponding 
to an idealized beam, target, and detector. The values 
of r ~ = acc/acc in the theoretical expressions came from 
the Monte  Carlo simulation, using the measured [5] 
CC structure functions. The correction factors were 
defined to beff=R~h~or(Sin 2 ~ - 2 Owo)/R~im(Sm Owo). They 
were found for each beam setting, for the v~ and vr 
classes, with and without the radius dependent Eh,a 
cut. The absolute deviation of f~  from unity was 
< 1% for the v~ class, and was ~ 4 %  on average for 
the vK class (v/~ events have higher energies than v~ 
events, and are more likely to produce heavy charmed 
quarks). The individual corrections that enter into f*  
and their associated errors are described in the follow- 
ing section. 

In addition to the correction factors entering into 
if, a theoretical electroweak correction had to be 
made which depended on the exact definition of 
sin 20w and on the renormalization scheme adopted. 
The ratio R~=a~c/a'cc can be schematically repre- 
sented in terms of Feynman diagrams as shown in 
Fig. 10. In both numerator  and denominator ,  the first 
(Born) term arises from the exchange of a gauge bo- 
son. The second term is due to a gauge boson self- 
energy diagram which cancels in the calculation of 
R ~. There are three additional diagrams in the denom- 
inator which do not appear  in the numerator,  and 
therefore give the ratio a slight Q2 dependence. Two 
of these are QED diagrams which were incorporated 

Iz , ~ z  .... 

I ~ 

',w �9 +w * ~ * lw .... 

0 / x . . ,  0 . . ~  
§ llW *"" 

q.,~,/L,,.~q. 

Fig. 10. R ~= a~d~rbc represented in terms 
of Feynman diagrams, showing the 
electroweak correction terms which apply 
to both numerator and denominator 



in the Monte Carlo. The third is a Wy box diagram. 
The electroweak radiative correction due to this dia- 
gram depends on the renormalization scheme used. 
We have chosen the convention in which sinZ0w is 
defined by 

sin 20w- 1 2 2 - M w / M  z (6) 

where Mw and Mz are the physical gauge boson 
masses. When this convention is used, the theoretical 
value of R ~ is reduced in the low Q2 range of this 
e x p e r i m e n t  ( Q 2 ~  500 GeV) by a factorfw~ =0.983. In 
theoretical calculations [9] of this factor, no y cuts 
have been applied; however, the dependence of fw~ 
on Q2 and y is negligible over the entire kinematic 
range of the experiment and so fw~ can be factored 
out as a constant multiplicative scale factor. Two fur- 
ther higher order radiative corrections to sin 20w were 
not included because they almost exactly cancel: 
-0.0007 from terms containing logarithms of quark 
masses, and + 0.0007 from vertex diagrams involving 
photons and vZ mixing diagrams. 

We therefore expect R~..~ and RtVh . . . .  for each 
beam setting, to be related by 

f'[ R~.~i =fw~,R~heori (7) 

where R~eo,i = P 2 ( 1  - -  sin E Ow + ~ sin 40w (i + ri) ). A X z 
of the form 

Y (f~ R~moas,- fw~R~.oor,) 2 
# - '  ~: (8) 

was minimized with sin20w as the only free parame- 
ter: p was fixed at the value p = 1 predicted by the 
Weinberg-Salam model for the simplest choice in the 
Higgs sector. The index i in (7) and (8) ran over the 
VK and v~ classes for the different beam settings. 

The fitted values of sin 20 w resulting from this pro- 
cedure are summarized in Table 4. The Z z values for 
E616 and E701 were obtained from a global X 2 mini- 
mization using the data from both experiments. The 
errors quoted in Table 4 are statistical only; the sys- 
tematic errors are discussed later. The small difference 
between the value for E616 quoted here and that of 
[1] is due primarily to a small improvement in the 
algorithm used to find Ehad. 

Table 4. sin 20w from 1-parameter fits (p-= 1) (statistical error only) 

no Eh,a(r) cut with Ehad(r) cut 

E616 0.234 _+ 0.009 0.243 _+ 0.011 
E701 0.242 _+ 0.009 0.236 _+_ 0.010 
E616 + E701 0.238 _+ 0.006 0.239 _+ 0.008 
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Fig. 11. The 1, 2, and 3 sigma contours resulting from a 2-parameter 
fit to R v and R ~. No Ehaa(r) cut is applied, since statistical error 
dominates 

As mentioned earlier, sin20w can be extracted 
from R ~ only since the value of sin 20w is totally insen- 
sitive to R ~. To measure p, however, it was necessary 
to use a X 2 containing both R ~ and R ~. This Z 2 was 
then minimized allowing both p and sinZ0w to be 
free parameters. This was done for the E616 data sam- 
ple, where there was antineutrino running at each 
beam setting. Without the radius-dependent Eha d cut, 
we obtained 

p=1.000_0.018, and sin20w=0.234_0.018. (9) 

With the radius-dependent Elaad cut, we obtained 

p=1.005+_0.023, and sin20w=0.248_0.025. (10) 

The errors quoted above are statistical only; the sys- 
tematic error in p is discussed later. The 1, 2 and 
3a contours for the two parameter fit are shown in 
Fig. 11 (with radius dependent Ehad cut). 

Physical effects determining the correction factors f 

As described above, the fv correction factors used 
to extract sin z Ow incorporated all the physical effects 
(e.g. the non-isoscalar target and charm production) 
which deviate from the idealized model in which (1) 
and (2) are strictly true. The sensitivity of the extract- 
ed sin 20w value to each of these effects was investiga t- 
ed by recalculating the fv correction factors under 
different sets of physical assumptions. When sinZ0w 
was extracted using the recalculated f f  values, the 
ri values in (7) and (8) were held fixed at the values 
used in the standard analysis. The background sub- 
tractions from the data sample were also those used 
in the standard analysis. 
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The f~ values for the vK and v. classes were first 
obtained by generating Monte Carlo events assuming 
an isoscalar target with no strange sea quarks and 
with zero charm quark mass (this is the ideal case 
in which (1) is strictly true). However, t hese f  ~ values 
were not identically equal to unity because the Monte 
Carlo simulation included the effects of the neutrino 
beam energy spectrum and hadron energy smearing 
due to detector resolution. In the analysis of Monte 
Carlo events, the ionization energy loss of short 
length charged-current events was added to the had- 
ton energy, in order to simulate the analysis of data 
events. This was particularly important in simulating 
the effect of the radius dependent Ehad cut on the 
data sample. 

Each Monte Carlo NC or CC event was then re- 
weighted for each new set of physical assumptions. 
This was done by fixing the transverse and longitudi- 
nal position of the interaction vertex, the incident neu- 
trino energy E~, and the values of the kinematic x 
and y variables (x = QE/2MEhad, y = E h a d / E v ) .  The re- 
calculated weight of the event was the ratio of the 
differential cross-section under the new set of physical 
assumptions to the differential cross-section under the 
original set of assumptions. For each set of physical 
assumptions, the f~ values for the v~ and vr classes 
at the different beam settings were recalculated from 
the reweighted Monte Carlo events. These f~ values 
were then used to extract a value of sin 2 0 w. The ef- 
fects of the different physical assumptions on sin E 0 w 

are listed in Table 5. The physical assumptions were 
changed in the following order: 

First, the strange and antistrange quarks were in- 
troduced. This changed the composition of the q~ 
sea while leaving the overall level of the sea fixed. 
The largest effect was to change some u and d sea 
quarks into s; this increased the number of CC events 
(since an incident v can interact only with d and s, 
and not with u) and hence decreased RsVim . The de- 
crease in RsVlm shif tedf  ~ upward, and hence decreased 
sin 20w as shown in Table 5. 

Next, the mass of the charm quark was increased 
to 1.5 GeV. This decreased the CC cross-section due 

Table 5. Corrections to sin 20w incorporated inf v 

no Ehad cut with Ehad cut 

s, g quarks - 0.011 - 0.010 
mc = 1.5 GeV/c z +0.014 +0.015 
non-isoscatar target - 0.009 - 0.009 
electromagnetic rad. corr. - 0.004 - 0.002 
electroweak tad. corr. - 0.009 - 0.009 

to threshold and slow-rescaling effects, and therefore 
increased sin E 0 w. This cancelled much of the decrease 
in R ~ caused by introducing the strange quarks, since 
interactions with the strange sea predominantly pro- 
duce charm. Since d quarks also produce charm (with 
a factor of sin 20c) , the total suppression of CC pro- 
duction more than cancelled the effect of introducing 
strange quarks. 

Next the isoscalar correction was introduced. This 
turned some u quarks into d quarks, increasing the 
number of CC events and hence decreasing sin z Ow. 

Finally, electromagnetic radiative corrections 
were introduced. Since muon bremsstrahlung in- 
creased the apparent Ehad, this caused more CC 
events to pass the Ehad>20 GeV cut and therefore 
decreased R ~. 

The total correction from all of these effects de- 
creased the value of sinZ0w obtained by 0.015 with 
the Ehad(r) cut, and by 0.019 without. It is interesting 
that most of the change is due to corrections to the 
CC cross-section, rather than to the NC cross-section. 

Systematic errors 

Systematic errors can be divided into (1) experimental 
systematic errors inherent in the measurement and 
analysis procedures used in this experiment, and (2) 
theoretical systematic errors common to all measure- 
ments of sin E Ow from deep-inelastic neutrino-nucleon 

Table 6. Systematic errors in sin 20w (1-parameter fit) 

no Ehad(r ) with Ehad(r ) 
cut cut 

Experimental errors: 
uncertainty in CC subtraction: 

due to quark x distributions _+ 0.010 _+ 0.002 
- due to M.C. beam dispersion _+0.001 +0.003 

Mean n, K momentum _+0.002 +0.002 

Secondary beam momentum bite _+0.001 _+0.002 

Hadron energy (6 Eh,d < _+ 2%) _+ 0.003 _+ 0.002 

Miscellaneous _+ 0.002 _ 0.003 

Total + 0.011 _+ 0.006 

Theoretical errors: 
uncertainty in overall level of q~ 
sea and strange quark content 
(s/~7 = 0.5_+ 0.2) +0.002 +0.002 

cos 0cablbbo = 0.9737 __+ 0.0025 -- 0.002 __+ 0.002 

Radiative corrections _+ 0.003 _+ 0.002 

mc = 1.5 -+ 0.4 GeV/c 2 _+ 0.006 _+ 0.006 

Total -0.019 -0.015 Total +0.007 +0.007 



scattering in the Q2 range of this experiment. The 
experimental and theoretical systematic errors in this 
measurement of sin 20 w are given in Table 6. 
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tistical error in calculating the f~ correction factors, 
and the effect of variations in the details of the fitting 
procedure. 

Experimental systematic errors in sin 2 0 w 

The uncertainty in the CC background subtraction 
from the NC sample is largely due to uncertainty 
in the shapes of the quark x distributions used 
in the Monte Carlo. This uncertainty in the subtrac- 
tion is proportional to the size of the subtraction. 
This motivated the use of the radius dependent Ehad 
cut, which greatly reduced the size of the CC subtrac- 
tion. 

The uncertainty in this subtraction was estimated 
by varying structure function parameters within their 
statistical errors and noting the resulting change in 
the subtraction. The tabulated uncertainty also in- 
cludes the slight differences in the subtraction when 
different methods are used to normalize Monte Carlo 
to data. Another minor source of uncertainty in the 
subtraction is the occasional backsplatter of nuclear 
fragments in the hadron shower, which may lead to 
a small shift in the location of the interaction vertex. 

The effect of the above uncertainties leads to a 
combined uncertainty of 3.5% in the CC subtraction 
without the radius dependent Ehad cut, i.e. an uncer- 
tainty of _+ 0.010 in sin20w . When the radius depen- 
dent Ehad cut is applied, the CC subtraction, and 
therefore the uncertainty in sin 20w, is reduced by a 
factor of 5. 

A final source of uncertainty in the charged-cur- 
rent subtraction is due to the fact that the angular 
dispersion of Monte Carlo secondary particles may 
not exactly match that of the actual beam. This was 
studied by changing the angular dispersion produced 
by the Turtle [10] program used to simulate the nar- 
row-band train. It was found that the value of sin 20w 
without the radius dependent Ehad cut was insensitive 
to the angular dispersion; the error in sin20w with 
the cut was estimated to be < 0.002. 

Uncertainties in the mean secondary particle mo- 
mentum and the secondary particle momentum bite 
could lead to a mismatch between the Monte Carlo 
beam and the actual beam. The mean secondary mo- 
mentum was taken to be uncertain by _+ 1.5% and 
the momentum bite was taken to be 9% _+ 1%. 

The uncertainty in the measured Ehad was conser- 
vatively estimated to be _+ 2%, due to the uncertainty 
in the calibration and the correction to the pulse 
height as a function of position in the scintillation 
counters. 

Finally, Table 6 lists a miscellaneous experimental 
systematic error which includes the Monte Carlo sta- 

Theoretical systematic errors in sin 20w 

The size of the quark-antiquark sea was taken to be 
uncertain by _+ 10%; in addition, s/O, the strange 
quark fraction of the sea, was taken to be 0.5_+ 0.2. 
These uncertainties introduced an error of _+0.002 
in sin 20w. Uncertainties in the simulation of charm 
production arose from uncertainties in the Cabibbo 
angle (cos 0c=0.9737_+0.0025) and the mass mc of 
the final state charm quark. The largest and most 
uncertain of the theoretical corrections is the one for 
the charmed quark mass. Some authors [11] have 
used an effective mass as low as 1.1 GeV, or one that 
depends o n  Q2; an upper limit on the effective mass 
is given by the D mass of 1.9 GeV. But the whole 
slow-rescaling picture may not be correct in detail. 
We have assumed a fixed mass of 1.5 GeV with a 
large error of _+0.4 GeV to take these uncertainties 
into account. This is our dominant theoretical error. 
The value of sin 20w extracted was found to increase 
linearly with the value of m 2 used, in the range mc 
=1.1 to 1.9 GeV/c 2. The extracted value of sinZ0w 
was reduced by 0.005 when mc was reduced from 1.5 
to 1.1 GeV/c 2. 

The uncertainty in our radiative correction is esti- 
mated [12] to result in a systematic error in sin 20w 
of < 1%. This analysis uses a simple radiative correc- 
tion procedure which contains all the relevant physi- 
cal processes. Independent calculations by other neu- 
trino collaborations result in total radiative correc- 
tions to sinZ0w which differ from the correction in 
this analysis by < + 0.003 without the radius depen- 
dent Ehad cut. This agrees well with the 1% uncer- 
tainty mentioned above. As discussed earlier, the size 
(and uncertainty) of the electromagnetic radiative cor- 
rection is larger without the radius dependent Ehaa 
cut. 

Each of these corrections should be very similar 
for all deep-inelastic scattering experiments, although 
there will be differences due to different target materi- 
als, beam spectra, and cuts in Ehaa. 

In correcting for the strange sea, we have assumed 
[7] that strange quarks have the same x distribution 
as d-quarks, but that s /d= 0.5, i.e., the sea is half SU3 
symmetric. In simulating charmed quark production, 
we have assumed a fixed quark mass of 1.5 GeV and 
have used the slow-rescaling formalism [8]. For the 
non-isoscalar correction, we have used a calculated 
neutron excess of (n-p) / (n  +p)=0.071 for our target 
(mainly Fe). 
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Systematic errors in p 

The normalization factor p, defined by (1) and (2), 
is determined by simultanously fitting R v and R ~. 
Since E701 recorded a very small amount  of antineu- 
trino data, we have used only the E616 measurements 
of both R v and R v in determining p. Since R ~ is insen- 
sitive to sinZOw, p is determined primarily by the 
measurement of W. The systematic error in R ~ (about 
2%) is somewhat larger than that in W, primarily 
due to the uncertainty in mc. 

However, p is less sensitive than sin 2 0 w to errors 
in W and W. From (1), an error of 1% in R ~ produces 
an error of about 2% in sinZ0w; but from (2), an 
error of 1% in R ~ produces an error in p of only 
0.5%. Moreover, the statistical errors in R ~ are larger 
than those in R ~ due to the smaller antineutrino flux, 
so that the measurement of p is dominated by statisti- 
cal error. 

We estimate the experimental systematic and the- 
oretical systematic errors in p to be +_0.004 and 
+_0.011 respectively with the radius-dependent Eh,d 
cut, and to be _+0.010 and _+0.012 without this cut. 
Because the error in p is dominated by the low anti- 
neutrino statistics, the total error obtained by fitting 
without the Ehad cut is somewhat smaller due to the 
higher statistics, and this method therefore gives our 
best measurement of p. 

Summary of results 

Within the context of the standard model, p = 1 and 
the neutral current interaction depends on the single 
parameter sin 2 Ow. Our best determination of sin 2 Ow 
was obtained from fitting sing Ow to (1) with p =  1, 
using all beam settings and energy bands, and cutting 
events with large Eha d. This gave 

sin / Ow = 0.239 _+ 0.008 +- 0.006 +- 0.006 

with Eha d cut Ehad (r). (11) 

The first error is due to experimental statistics, 
the second is experimental systematics, and the third 
is the theoretical error. Adding all three errors in 
quadrature gives a total error of +- 0.011. 

The same analysis but without the cut at large 
Eha d gives almost the same result, but with a larger 
systematic error: 

sin 20w = 0.238 +- 0.006 _+ 0.011 + 0.006 

with no cut at large Eha d. (12) 

Adding the three errors in quadrature gives a total 
error of + 0.014. 

These values are in 
recent results obtained 
calculated from the 
sin 20w = 0.232 ___ 0.008. 
similar measurements 
periments [11, 15-17]. 

We have obtained 

good agreement with the most 
from UA1 [13] and UA2 [14], 
ratio Mw/Mz ,  which gives 
They are also consistent with 
in deep-inelastic neutrino ex- 

p from this data by simulta- 
neously fitting both p and sinZ0w using (1) and (2). 
This provides a good test of the Standard Model, 
which requires p = l .  Because statistical errors are 
larger in this measurement, the most precise values 
are obtained by fitting without the radius-dependent 
Ehad cut. This gives 

sin 2 0 w = 0.234 _+ 0.018 _+ 0.016 

and p =  1.000_+0.018_+0.016 (13) 

where the errors are statistical and systematic respec- 
tively (and are coincidentally the same for both pa- 
rameters). This measurement of p agrees perfectly 
with the Standard Model, and is consistent with other 
neutrino experiments and with recent collider results. 
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